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Abstract. An assumption generally subscribed to in evolutionary economics is
that new technological paradigms arise from advances is science and developments
in technological knowledge. Further, demand only influences the selection among
competing paradigms, and the course of the paradigm after its inception. In this
paper, we argue that this view needs to be qualified and modified. We demonstrate
that, in the history of computing technology in the 20th century, a distinction can be
made between periods in which either demand or knowledge development played
the bigger role in shaping the technological paradigms. In the demand enabled
periods, new technological (sub-)paradigms in computing technology have emerged
as well.
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1 Introduction

Important in understanding the development of technological paradigms are the
effects of push and pull, or supply and demand, factors. The field of technology
studies, discussing this issue in the 1970s, finally came to the conclusion that both
were important for innovation and the development of technologies (Dosi, 1982;
Mowery and Rosenberg, 1979). The debate gave rise to sociological and economic
approaches, in which technological development was conceived of as an interac-
tion process between societal, economic, political and technological factors, the
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influence of which could not easily be distinguished one from another (Bijker et
al., 1987; Bijker and Law, 1992). Studying technological development increasingly
became a historical undertaking. Many historians of technology, as well as histo-
rians in general, are ‘splitters’ in the sense that they seek to make very detailed
accounts of history and believe that more general perspectives are impossible.1 The
unsettling aspect about this development in the academic field is that it easily gives
rise to the belief that anything might happen, that regularities cannot be found.
There is, however, a need to ‘lump’ brute facts in the history of technology together
and to seek to find more general patterns. Evolutionary economics has developed a
clear view on what influences the development of technology. In this contribution,
we argue that such a theoretical approach is necessary, but that the theory proposed
in evolutionary economics needs to be amended.

In the literature, the concepts of demand-pull and technology-push refer to either
the sources of innovation, looking at the agent who innovates, or to the motivations
for innovators (see Coombs et al., 1987; Mowery and Rosenberg, 1979; Rothwell,
1992; Schmookler, 1966). In this paper, we investigate the influence of changes
in the state-of-the-art in technological knowledge, on the one hand, and demand
factors, on the other hand, on the development of technological paradigms. Changes
in state-of-the-art in technological knowledge materialize in marked improvements
in existing products or in the creation of new ones. Actual or potential adopters of
a technology at a specific moment in time, given a certain price vector, define
demand. Demand factors point to the emergence or existence of a market for a
product embodying technological knowledge.

We discuss here the emergence and development of paradigms in computing
technology. Computing technology is believed to be the root cause of the present
Kondrattieff wave, profoundly affecting today’s economy (Freeman and Perez,
1988). Rapidly developing computing technology became an enabling force behind
broader economic and social changes, for instance in management (Scott Morton,
1991), communication, media (De Sola Pool, 1990) and the financial sector (Colton
and Kraemer, 1980; Michie, 1999; Nightingale and Pool, 2000). Many scholars take
this field of technology as an example in more general discussions of the character of
technological development. We realize that changes in technological knowledge or
demand are not the only influences on the development of a technological paradigm
(Achilladelis and Antonakis, 2001). Agents involved in innovation make their own
decisions, but these decisions are affected by other factors as well. Public policy
is one such factor that springs to mind in the context of computing technology.
Another issue is the innovative culture in which a firm finds itself, for example in
an area such as Silicon Valley where in more recent years much innovative activity
is clustered (Saxenian, 1994). We focus on demand and technological knowledge,
as these play the most important role in the long term, and, as such, facilitate
comparisons between different fields of technology. Other authors, particularly in
evolutionary economics, also consider technological knowledge and demand the

1 The distinction in the approach of historians between ‘lumpers’and ‘splitters’ is from the Economist
(September 5, 2000 “Big-picture history”).
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most important factors in explaining the development of technological paradigms
(Adner and Levinthal, 2001; Dosi, 1988; Kim, 2003).

We demonstrate that periods and fields of technology exist in which either
changes in technological knowledge development or changes in the market explain
how the computing technology paradigm evolves. Moreover, and in contrast to what
is generally claimed in the literature in evolutionary economics (which we survey
in Sect. 2), we demonstrate that the emergence of new technological paradigms can
also be enabled by demand factors (see also Tripsas, 2001), whereas developments
in technological knowledge may also exert influence within the boundaries of a
paradigm. Statements about the effects of changes in technological knowledge or
demand on technological paradigms can be made only for specific periods and
fields of technology (cf. Smith and Marx, 1994).

After discussing the literature in evolutionary economics on the concept of
technological paradigms and the forces behind their dynamics, we elaborate on
our methodology in Section 3. In Section 4 we discuss the history of computing.
Discussion and conclusions ensue.

2 Evolutionary economics on the development of technology

The development of technological knowledge is often perceived to have an ‘intrin-
sic dynamics’ (Molino, 1999). Physical factors or physical nature can, of course,
stimulate development in a specific direction and facilitate a higher speed of de-
velopment (Vincenti, 1994). This was the case in solid-state physics, leading to
drastic improvements in microelectronics. Physical factors can certainly also set
boundaries for or hinder the development of technological knowledge by closing
off specific paths of development, or by raising problems that limit the speed of
development, thus explaining the limited advances in technology in specific peri-
ods. The effects of physical factors differ across fields and periods, a fact noted by
evolutionary economists as well (Malerba and Orsenigo, 1997, p. 94; Dosi, 1988).

Freeman and Perez (1988) argue that changes in technological knowledge are
the most important explanation for changes in what they call techno-economic
paradigms. They hold that such paradigms affect broad sectors of the economy
and society. They consider techno-economic paradigms central in the emergence
of long waves in the economy, and argue that microelectronics and computers are
central to the present wave. A techno-economic paradigm refers to a broader set
of phenomenon than the concept of technological paradigm that we employ (cf.
Dosi, 1982, 1988). A technological paradigm refers to the core knowledge base
involved in a specific field of technology and to common aspects of the problem
solving activities of engineers in that field (Dosi, 1982, 1988; Dosi et al., 1993).
Development along the lines of the paradigm is called a technological trajectory.2

2 A ‘technological paradigm’ defines contextually the needs to be fulfilled, the scientific principles
and the material technology to be used. In other words, a technological paradigm can be defined as a
‘pattern for solution of selected techno-economic problems based on highly selected principles derived
from the natural sciences. A technological paradigm is both a set of exemplars ( . . . ) and a set of
heuristics . . . ’ ‘A technological trajectory ( . . . ) is the activity of technological progress along the
economic and technological trade-offs defined by a paradigm’. Dosi (1988, p. 224, italics in original).
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The original meaning of the concept of technological regime refers to the basic
design features of a specific product and to the technological framework engineers
in the field use explicitly or implicitly that shape their activities.3

In the field of evolutionary economics, scientific advances are believed to cre-
ate new paradigms – the development of scientific or technological knowledge is
considered to be the major if not the sole factor determining changes of paradigms
or regimes. Demand is considered only to exert influence within the boundaries
of paradigms. Demand selects between different paradigms and affects the trajec-
tories of those selected. Dosi notes the following respecting ‘changing demand
conditions’:

‘( . . . ) these factors are likely to be fundamental ones, influencing both the
rate and direction of technical progress, but within the boundaries defined
by the nature of technological paradigms.’ (Dosi, 1988, p.227)

‘( . . . ) environment-related factors (such as demand, relative prices, etc.)
are instrumental in shaping (a) the rates of technical progress; (b) the pre-
cise trajectory of advance, within the (limited) set allowed by any given
‘paradigm’; and (c) the selection criteria amongst new potential technolog-
ical paradigms. However, each body of knowledge, expertise, selected phys-
ical and chemical principles, etc. (that is, each paradigm) determines both
the opportunities of technical progress and the boundaries within which ‘in-
ducement effects’ can be exerted by the environment. Moreover, the source
of entirely new paradigms is increasingly coming from fundamental ad-
vances in science and in the (related) ‘general’ technologies (e.g. electricity,
information-processing, etc.).’ (Dosi, 1988, p. 228)4

According to Dosi, his position can ‘help resolve the long debate in the literature
about the relative importance of ‘demand pull’ versus ‘technology push’ (Dosi,
1988, p. 228). In later publications, this view has not been qualified, let alone
abandoned. In addition, the OECD (1992, p. 39) speak of a ‘new technological
paradigm emerging from the techno-scientific breeding ground’.

We share with evolutionary economics the attention to the influence of techno-
logical knowledge and demand on the development of technology. However, we put
into question the sequence postulated in evolutionary economics concerning their
influence during the different phases of development of a technological paradigm.

3 See Freeman (1997) and Freeman and Perez (1988). Compare Nelson and Winter (1982) who
discuss technological regimes. The concept of technological regime has also been used in a broader
sense, referring to the characteristics of innovation processes in specific industrial sectors (Malerba
and Orsenigo, 1997), and to formal and informal rules sets underlying innovation processes in specific
products (Rip and Kemp, 1998). See also: Georghiou et al. (1986), Kemp (1994), Nelson and Winter
(1982) and Van den Ende and Kemp (1999).

4 Dosi does remark that the speed of and way in which an innovation is generated depends on the
specific sector and time involved. This would depend on the opportunities for innovation that each
paradigm leaves (Dosi, 1988, p. 229).
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3 Methodology

We apply counterfactual analysis to determine which of the two factors was most
important in the development of computing technology during what period. Cowan
and Foray (2002) have argued that counterfactual reasoning is in fact ubiquitous in
science and that it fits particularly well with the historical character of evolutionary
economics (see also Booth, 2003). In fact, this is an approach very much in line with
Schumpeter’s Capitalism, Socialism and Democracy (1943, especially chapter 17).

We actually follow Dosi in making counterfactual comparisons over time in a
specific field of technology. For this purpose, we take the position of the adopter
of a new product - normally a firm - at the time t when a product was adopted.5

The adopted product can be completely new or an existing product that is markedly
improved in terms of price-performance ratio. Performance may refer to ‘basic’
performance parameters, such as the speed and memory capacity of computers,
or to often related performance characteristics actually evaluated by users, such
as user friendliness. We raise the question: would the adopter also have accepted
this product at time t − 1, for instance, a number of years earlier, if it had been
offered then? If the answer is yes, the absence of supply of the product at time t−1
(or, the price-performance ratio of the product at time t − 1) is the reason for its
non-adoption at time t − 1, and thus the change in technology on offer is the main
reason for its adoption at time t. If the answer is no, the question is whether the
product as offered at time t (including its price-performance ratio) is or could have
been offered at time t − 1, considering the state of technology at that time. If the
product could have been offered, apparently the lack of demand is the reason that
it was not adopted at time t − 1, and demand is the main reason for its adoption
at time t. If this question is to be answered negatively, apparently both supply and
demand changed in the period between t − 1 and t, and both have to be considered
enablers of the adoption at time t.

We base our claims on the behavior of potential adopters with respect to a tech-
nology that was not actually offered on a study of their activities, their situation and
the cost they faced with respect to other production factors. Particularly, the vol-
ume and type of their activities can indicate if the technology would have rendered
advantage and thus if the user would have adopted it. To be able to show that the
requirement Mowery and Rosenberg (1979, p. 141) propose that ‘a shift in demand
curve must be shown to have occurred’ a very close look at the users from a spe-
cific era is needed – closer than, e.g., Aversi et al. (1999) employ. Techniques such
as simulations can complement but not substitute for the close empirical enquiry
entailed.

Our procedure is similar to the approach of Dosi (1988), who evaluates and
tries to understand whether a technology would have been adopted in a previous
era given the respective demand conditions (‘relative prices’). In case a technology

5 Final consumers are different from firms which chose to acquire a product, even if it is the same
product. Decision-making processes of firms are more rational, as for firms more time lapses between a
decision and the actual behaviors. Still, the perceived rationality of decision-making processes in firms
should not be overestimated. We do want to submit that the method used here is useful for consumer
goods, as well.
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would have been adopted under the conditions existing previously, he concludes
that the new technology must be superior to the old ones:

‘[I]nnovation yields new techniques which are likely to be superior to the
old ones irrespective of relative prices, either immediately, as often is the
case of many microelectronics-based processes ( . . . ), or after a learning
period ( . . . ). If the new techniques had existed before they would also have
been adopted at the ‘old’ relative prices.’ (Dosi, 1988, p. 227)

Under these circumstances, developments in technological knowledge have
(primarily) shaped a paradigm. Our counterfactual reasoning entails that we extend
our definition of demand to latent demand: the demand at time t − 1 should the
product have been offered. Others find that latent demand is of great importance to
understand the development of technology, too (Tidd et al., 2001, p. 164). The pro-
cedure we adopt is similar to the approach in so-called ‘technology measurement’-
studies of the 1980s (Alexander and Mitchell, 1985; Saviotti, 1985; Saviotti et al.,
1982). The objective there was to determine the rate of progress made in specific
fields of technology, measured by means of certain performance characteristics.
These authors and others based their estimates on the prices and performance of
the supply, not on data on the actual users. In contrast to the technology measure-
ment approach, we study historical changes in the situation of users instead of
estimates of users’ preferences based on product prices.

4 Computing technology

How does the literature on the history of computing technology address the role of
knowledge and demand? Until well into the 1980s, an internalist view of the devel-
opment of computing technology prevailed in the literature, focusing on inventions
and the people that made them. Most authors mainly explained the growth of the
field with reference to developments in the relevant knowledge base (Goldstine,
1972; Williams, 1985). The role of the military in the development of early com-
puters was the only demand factor considered (Goldstine, 1972; Mahoney, 1988;
Metropolis et al., 1980; Nijholt and van den Ende, 1994; Williams, 1985). Given
the complexity of developments in the field of computing technology presented
in Figure 1, where especially in the early phases many sub-paradigms can be dis-
tinguished (including digital, electrical devices but also mechanical and electronic
ones), such a view seems evidently overly simplistic. Beniger (1986) stresses one
element in the context in which computing technology developed, a general con-
trol crisis emerging in the nineteenth century in Western societies, and continuing
into the 20th century. The growing speed and complexity of the material process-
ing systems (encompassing production, distribution and sales systems) caused the
control crisis. In Beniger’s analysis, these societal changes were the background
of changes in demand for computing technology. Beniger, however, takes a social
determinist stance, disregarding the development of technological knowledge (cf.
also Campbell-Kelly and Aspray, 1996; Ceruzzi, 1998). On the history of comput-
ing technology, scholars either dedicate attention to knowledge development – with
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Regime-shifts

1900                                              1960                                         1990

Manual/math.instruments

Analogue computers

Digital computers

Scale models

Punched card technology

Mainframes

Mini-computers

PC

Small office technology

Telecommunications

ICT

Fig. 1. Paradigms in computing technology. The slopes of the lines indicate the growth of the market
for each technology. Source: Van den Ende and Kemp (1999)

possibly a minor role for demand from the military – or to societal forces. No one
presents a coherent perspective incorporating the different forces at work to explain
the development of the paradigms in the field of computing technology.

This paper demonstrates that technological knowledge and demand are both
important, albeit that their importance fluctuates across time. Demand factors were
paramount in the development of computing technology in the period before 1960,
with knowledge factors dominating thereafter.A different kind of knowledge devel-
opment was at work for the period between 1960 and 1990 than was the case for the
period after 1990. We discuss the three periods (1900–1960, 1960–1990 and 1990
to the present) in turn. For the first period, 1900–1960, we discuss cases of users
of computing technologies more in depth, based on primary sources. As the 1900–
1960 period is less well known, and as this period constitutes the most important
challenge to the theory in evolutionary economics as to the way in which techno-
logical paradigms develop, we discuss it at some greater length. The treatment of
the other two periods is based more on secondary sources.

Growing demand (1900–1960)

In the period 1900–1960, the field of computing technology included three dif-
ferent types of activities: data processing, technical and scientific computing, and
computing for process control, mainly in industry. Different people performed these
activities for different purposes, and they applied different computing technologies.
Technologies applied in the field of data processing were desk calculating machines
and punch card machines. Engineers and scientists applied slide rules, graphical aids
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and analog computing machines for technical and scientific computing activities.
Electrical and mechanical control devices (supported by servomechanisms) were
used for process control. Occasionally, technologies from one field were applied in
another, such as punch card machines that were used for technical scientific compu-
tations by some specialized computing bureaus in the US and UK (Campbell-Kelly
and Aspray, 1996; Ceruzzi, 1997, 1998).

Engineers and scientists developed the first electronic digital computers dur-
ing and shortly after the Second World War (Campbell-Kelly and Aspray, 1996;
Williams, 1985). During the 1950s, the digital computer started to unite the three
fields. Scientists, engineers and manufacturing firms developed and introduced
many new computing technologies, such as desk calculators, punch card machines,
various types of scale models and analog computers (see Fig. 1 and Campbell-
Kelly and Aspray, 1996, and Nijholt and Van den Ende 1994). Several of them
were applied in industrial and university research laboratories, which were newly
established in this period, performing a range of computational tasks (Reich 1985;
Wildes and Lindgren, 1985). Government agencies and firms also applied com-
puting technologies, such as the punch card machine, for their administrative tasks
(Yates, 1989). In industry computing devices were used for automatic control, which
became an issue especially in the period around the Second World War (Bennett,
1991). Different computing technologies were notably applied separately by the
same organization.

We discuss two cases of specific large-scale applications of computing technol-
ogy by different users, both from the Netherlands, to investigate the development
of demand in this period: tidal calculations and statistical data processing. These
cases are representative for other uses of computing technology in this era in other
countries as well; indeed, the relative scale and certainly the scope of the kind
of uses that computing technology could be put to might have been larger in the
Netherlands than elsewhere.

Tidal calculations

In the Netherlands, tidal calculations are used to predict changes in the tidal pattern
and water levels during storms, as part of a preparation for hydraulic works that
serve to reclaim land from the sea and to protect the land against floods (Disco
and Van den Ende, 2003; Van den Ende, 1992, 1994b). These works involved
the enclosure of the Zuiderzee (now IJsselmeer) by a 30 kilometer dam between
1918 and 1932, and the so-called Delta Works, carried out between the mid 1950s
and 1986. In the second half of the nineteenth century, civil engineers applied
intuitive methods to predict the effects of hydraulic works on tidal patterns and the
propagation of storm surges, and made simple computational estimates. Between
1900 and 1960, engineers and scientists developed four new methods for these
computations: manual computational methods (1918), electrical analog computing
methods (1945), large hydraulic models (1948), and the digital computer (1956).

The Zuiderzee works were the first for which the old intuitive computational
methods were considered to lack the required accuracy. Civil engineers, local and
regional authorities, and members of parliament demanded better computations. A
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team of engineers, led by the then famous physicist and Nobel Laureate Lorentz,
worked for eight years to produce exact calculations to predict the changes in
water movements after the dam had been completed, spending numerous months
on manual computing work alone. Their predictions were very close to the actual
increases in tidal movements; in modern hydraulics, this is still revered. This method
of manual computing was practiced on a much larger scale in the 1930s, when a
standing team of engineers of substantial size was created just to perform such
calculations for the Delta works in the southwest of the Netherlands, the estuary
of the rivers Rhine, Meusse and Schelde. In 1953, this region was flooded, killing
many and destroying property. Experiments started in the mid-1940s, resulted in
the construction of two large analog computers devoted to this problem in the 1950s
and 1960s. Furthermore, large scale-models were constructed for the same purpose
towards the end of the 1940s. In 1956, for the first time, a digital computer was
applied.

This case demonstrates that the size of computing activities for the planning of
hydraulic works increased considerably in the course of time. There was significant
and increasing pressure, such as from politicians and municipalities, to get accu-
rate estimates about the consequences of projected hydraulic plans on water levels
and currents. An ever-greater number of alternatives had to be evaluated with an
ever-greater precision, so that each party could get insight into the consequences
of projected works. The scientists involved developed or applied several new com-
puting technologies as they dealt with the increasing complexity of the hydraulic
works, covering large and geometrically complex areas. This complexity is a de-
mand factor since it was mainly instigated by broader societal developments. The
fact that civil engineers started developing new computing technology, an unfamil-
iar field for them, underscores the importance of demand for the development of
computing technology.

Advances in the knowledge of computing technologies were of minor influence
on the increasing use. Scale models, for instance, were already available, but were
not applied because they were still considered too expensive. Lorentz explicitly
rejected the idea of building a scale model for the Zuiderzee works (Staatscom-
missie, 1926). Analog computing technologies were available for some decades,
for instance, in some harbors (Liverpool, Hamburg) mechanical tide predictors
were applied for just predicting the unchanged tidal pattern (not to predict the
effects of changes in the pattern as a consequence of hydraulic works) (Van den
Ende and Nijholt, 1994). The analog machines developed for the Dutch situation
had important new elements, but did not provide major improvements in terms
of price-performance ratio compared to prior technologies. We may conclude that
scale models and analog computing technologies could have been offered earlier,
considering the state of the art at that time. So, as we have indicated in Section 3, the
lack of demand has to be considered the main reason for their actual later adoption.
New computing technology did facilitate the evaluation of and discussions about
hydraulic plans, but if it had not been available, the evaluations could have been
executed manually as before. This also appears from the fact that manual comput-
ing remained in use well into the 1950s. The conclusion should then be that new
technologies would not have been applied much earlier if they had been available,
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and that the application of these technologies depended on the growing demand for
computing aids.

Statistical data processing

The same pattern can be found in the field of government statistics (Van den Ende,
1994a,b). Between 1900 and 1960, Statistics Netherlands (CBS) applied an in-
creasing number of desk calculating machines and punch card machines for its
operations. In the beginning of the century, CBS performed all necessary compu-
tations manually. For large assignments, large numbers of temporary workers were
hired. In 1916, during reorganization, it acquired punch card machines for the de-
partment that compiled trade statistics. Only in the 1930s did the number of such
machines in use start to grow. Around 1950, the Bureau counted about 60 machines
processing punched cards, operated by about 200 employees, processing millions
of punched cards each year. In 1960, Statistics Netherlands introduced the digital
computer, a particularly expensive device at that time.

The statistical office responded to the growing demand from government agen-
cies and others for statistics. It compiled a growing number of statistics in the
course of the century, while the accuracy required and the quantity of available pri-
mary data grew. The much more active economic policy of the Dutch government
that started before and continued after the Second World War was an important
stimulus for the extension of statistical activities. Especially from the late 1950s
onward, economic and social policy were actively trying to influence society and
the economy with the construction of the welfare state (Van Zanden, 1996). These
developments created a growing demand for new computing technology.

Developments in computing technology can hardly explain the growing de-
gree of application of computing technologies. Price-performance improvements
of punch card and digital computing technology were minor. For instance, in 1925
in the Netherlands, a tabulating machine cost f2100 per year to rent, approxi-
mately equivalent to one-and-a-half years’ salary for a machine operator. In 1957,
the rent of the machine had risen to $20,000 per year, four years salary (Van den
Ende, 1994b, pp. 173–174). Productivity improvements seem only to have been
slightly higher. Limited improvement of computing technology in terms of price-
performance stemmed from the fact that computing technology was based on me-
chanical and electrical knowledge that already existed at the end of the nineteenth
and the beginning of the twentieth century. No fundamental new knowledge was
applied or developed. The punch card technology from the 1950s most probably
would not have been applied by the Bureau in 1930 if it had been available, be-
cause the smaller workload, the smaller number of tables required, and the lower
accuracy requirements of the data processing operations would not have justified
its application. So, in line with our methodology introduced in Section 3, we have
to conclude that demand has to be considered the most dominant explanation for
the adoption of the faster punch card technology in the 1950s.

This even applies to the first digital computer in 1960. Compared to punch
card machines, the digital computer could perform more calculations and could
integrate a number of operations in a single program. However, digital computers
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were very expensive compared to other technologies, and prone to failures. The
adoption of the digital computer in 1960 by the CBS also needs to be explained
by the ever-growing quantity of statistical work to be performed and not by the
new possibilities on offer. The reason that digital computers did not provide a
major improvement for the user compared to prior technologies has to do with
the technological knowledge embodied in them. The most important developments
concerned the composition of different components; components that had already
been developed and applied in computing technology. In 1962, J. Mauchly and J.P.
Eckert, who build the famous ENIAC, which is often considered the first electronic
computer, commented that most of the knowledge that they used had already been
available ten to fifteen years before (Nijholt and Van den Ende, 1994, p. 153). The
fact that the first digital computers did not offer a major improvement for users also
explains the slow diffusion of this technology in its first decade, in the 1950s.

Diffusion of digital computers, 1960–1990

The second period, from 1960 to 1990, is a period of the impressive diffusion of
electronic digital computers. Throughout this period, digital computing technology
significantly improved on many performance characteristics, such as speed, mem-
ory capacity, size and reliability, while at the same time its relative price decreased
drastically. The manufacturers of computers, moreover, used part of the speed and
memory performance of computers to improve the user friendliness of the software.
This process started in 1960, when manufacturers brought transistorized, second
generation, digital computers onto the market (Ceruzzi, 1998, pp. 65–77). It con-
tinued for decades, as chip technology – initially memory chips, and later on the
microprocessor – appeared on the market, leading to third-generations computers.
Transistors and chip technology were essential for the introduction of new types of
computers, particularly minicomputers and personal computers (Langlois, 1992).
Regression analysis demonstrates that the price-performance ratio of different types
of computers improved by a factor of about 20% a year between 1951 and 1984,
taking speed and memory capacity as main indicators of performance (Gordon,
1989).6 After 1984, the process of sustained improvement in price-performance
measures continued. The extent and duration of these price-performance improve-
ments may well be unprecedented in the history of technology, since no examples
can be found in the literature that equal this technological development (Alexander
and Mitchell, 1985; Knight, 1985; Saviotti, 1985; Saviotti et al., 1982).

It is clear that the development of fundamental technological knowledge, partic-
ularly in the field of solid-state physics and microelectronics, were important in the
development of the digital computer in this period. The development of scientific
and technological knowledge was highly rewarding as a resource for improvement

6 Although the price of first generation digital computers already started to decrease in the late
1950s, we take the first practical application of second-generation computers around 1960 as a starting
point for the period where development of computing technology was knowledge-enabled. New product
knowledge, and particularly knowledge in the field of micro-electronics, caused price-performance ratios
to increase for second-generation machines, whereas the improvements of first generation computers in
the 1950s were mainly due to ‘traditional’ learning effects.
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of products such as chips and computers.Although traditional learning effects, such
as better organization of design and production and improved distribution channels,
have certainly added to the improved price-performance ratio of the digital com-
puter, the development of fundamental technological knowledge stands out. The
trajectory started by solid-state physics provided physicists and engineers enormous
possibilities for advancing computing technology (Braun and MacDonald, 1978;
Queisser, 1988). The improved and cheaper second-generation digital computers
found applications, particularly in data processing, that would not have justified the
application of the more expensive and lower performing first generation computers.
This certainly applied to the minicomputers and third generation computers, intro-
duced in the 1960s (Ceruzzi, 1998, pp. 182–191). Had digital computers with these
prices and performance been available before, they would have undoubtedly been
used earlier, even before the 1950s. So, in line with our methodology, we have to
consider the change in computing technology in this period as the dominant factor
in its adoption.

Compared with previous times, developments in technology and technological
knowledge now resulted in far greater societal impacts. The availability of improved
and cheaper computing technology, based on microelectronics, formed an important
impetus for organizations to computerize all kinds of data processing and computing
activities, including the development of computer-based management information
systems. The scope and scale of the activities of organizations were often changed
in turn (Venkatraman, 1991). The sheer number of computer applications increased
far more rapidly than in previous periods. In many applications, the digital computer
substituted other computing technologies, but many new applications emerged as
well.

The development of technological knowledge enabled development in com-
puting technology paradigms. Had the new technology, with its price-performance
ratio, been available earlier, it would also have been adopted earlier (for instance for
tidal calculations and statistical data processing). Technological knowledge, partic-
ularly knowledge of microelectronics, led to the improvement of existing mainframe
computers, but also to the emergence of new products, particularly mini-computers
and personal computers.

Connectivity, 1990–the present

After 1990, the convergence of two types of technology, computing and telecom-
munications technology, was central. In a short period of time, the use of computers
for communication purposes, particularly by means of email and Internet, became
popular. Most explanations for this development point to the availability of Internet
technology for a larger public due to the end of the cold war, and the increasing
overall demand for communication (Abbate, 1999). Such an explanation under-
estimates the influence of development of technological knowledge enabling the
convergence of the two types of technologies. The end of the cold war did allow
for what Levinthal (1998) calls ‘speciation’ – the introduction of existing techno-
logical knowledge in a new environment where it can be put to good use and where
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resources are available more abundantly. The increasing digitization of telecom-
munications technology and rapid development of knowledge of the physical con-
nectivity of telecommunication and computer technology were preconditions for
the convergence of the two kinds of technologies. Several types of new knowledge
were developed for this purpose already at the end of the 1960s and in the 1970s,
such as packet switching, layering and routing (Abbate, 1999, pp. 56–64 and 114–
130; Moschovitis et al., 1999), and browsers and the World Wide Web (Abbate,
1999, pp. 212–216). These types of knowledge were required for the connectivity
of computing technology and communications technologies, and for the rise of the
Internet.

Another factor is needed to explain the rapid adoption and diffusion in the 1990s
of Internet technology, the local area networks that many organizations established.
These were often not primarily meant for external communication purposes, but
instead had to facilitate the implementation of new versions of user software within
the organization. Now, new software programs could be installed once on the local
server, instead of on each individual desktop computer in the organization. These
local area networks generated scale effects in the maintenance of internal computer
infrastructures of organizations and their communication systems. Local area net-
works were an essential precondition for the subsequent success of Internet and
other computer-based communication systems.

While the post 1990 era does not offer a clear story of developments in tech-
nological knowledge, being the only enabler of developments in computing tech-
nology, it is clear that rising demand cannot explain the convergence of computing
and communication technologies. If the new technologies would have been offered
before, it is most likely that they would have been adopted then. The demand for
computer supported communication that became manifest in the post 1990 period
already existed. Therefore, in line with our methodology introduced in Section 3,
technological factors, developments in the knowledge about connecting comput-
ing and telecommunications technologies, specified above, and the complementary
use of an existing infrastructure, were important for the development of computing
technology. These factors made possible the computer’s new and warmly welcomed
communication applications.Although for this third period, as well as for the second
period, developments in technological knowledge are the enablers, and so the na-
ture of the technological knowledge involved was different. Before 1990, advances
in microelectronics, leading to improved price-performance ratios of stand-alone
computers, were the most important enablers. After 1990, it becomes increasingly
difficult to make overall measurements of these ratios, since new types of comput-
ers (notebooks, PDAs) were introduced. According to some, for instance Jorgenson
and Stiroh (2000, p. 127), the price-performance indicators still improved markedly
as compared to the period between 1960 and 1990, from 20% up to 28% between
1995 and 1998. Others indicate that prices of computing technology stabilized at
the end of the 1990s (CBS, 2002).



96 J. van den Ende and W. Dolfsma

5 Discussion and conclusion

The discussion on the influence of demand-pull and technology-push on the devel-
opment of technological paradigms has at times been a confused one. In this paper,
we defined the concepts of technology-push and demand-pull more specifically,
referring to developments in technological knowledge and market changes, both of
which are important in determining the course a technological paradigm takes. For
computing technology, we demonstrated that, during different periods of time, the
influence on the development of the paradigm of computing technology of each of
these factors fluctuated.

Computing technology developed in three different phases. In the first phase,
between 1900 and 1960, demand-pull was the significant factor. The basic techno-
logical knowledge had already been available for quite some time. In some cases
also the computing devices were available, while in other cases, they could have
been developed with limited additional innovative activities, had the (potential) de-
mand not been lacking. We have shown that this notably also holds for the digital
computer. Demand for computing capacity from the military and from other users
grew to some degree in the 1940s and 1950s, creating the main precondition for
the initial adoption of the digital computer. However, even in 1948, depressed ex-
pectations of demand for computers were purportedly expressed.7 These views did
underestimate demand, especially in the very long term, but actually make clear
that the growth of demand was initially only gradual.

In the second period, between 1960 and 1990, knowledge development in the
field of microelectronics played the most important role. Although some authors
interpret the increasing diffusion in this period as demand growth (Friedman, 1989),
the counterfactual method adopted here indicates that autonomous growth of de-
mand, independent of the supply, was not the main force. After 1990, during the
third period, the development of technological knowledge leading to the conver-
gence of computing and telecommunications technology needs to be addressed.
In both of the latter periods, the advances of knowledge facilitated strongly im-
proved price-performance ratios of computers and the introduction of new com-
puting technologies. The development of knowledge in these periods also allowed
for computing technology to have a significant effect on society and the economy
at large.

The upshot of our analysis, and the relevance for the evolutionary economics
literature, is that advances in scientific and technological knowledge are not always
the main instigator of new technological paradigms. Paradigms may also find their
origin in demand conditions. Moreover, the further course of development of a tech-
nological paradigm can be determined by both technological developments and by
demand. We share with evolutionary economics the attention for the influence of
technological knowledge and demand on the development of technology. However,

7 Historians of technology have not been able to verify the authenticity of the often-cited expectation
of Thomas J. Watson Sr., former CEO of IBM, however, that there would be a world market for only
five computers (Campbell-Kelly and Aspray, 1996, p.105). People directly involved in the design of
computers estimated a very low demand for computers in the 1940s (Van den Ende and Kemp, 1999,
pp. 845–846).
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we put into question the sequence postulated in evolutionary economics concern-
ing their influence during the different phases of development of a technological
paradigm.8
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